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ABSTARCT:

Association Mining isthe discovery of relations or correlations among an item set. An objectiveisto make
rules from given multiple sources of customer database transaction. It needs increasingly deepening
knowledge mining process for finding refined knowledge from data. Earlier work is on mining association
rules at one level. Though mining association rules at various levels is necessary. Finding of interesting
association relationship among large amount of data will helpful to decision building, marketing, &
business managing.

Mining the Data is also known as Discovery of Knowledge in Databases. It isto get correlations, trends,
patterns, anomalies from the databases which can help to build exact future decisions. However data
mining is not the natural. No one can assure that the decision will lead to good quality results. It only
helps expertsto under stand the data and show the way to good decisions.

For generating frequent item set we are using Apriori Algorithm in multiple levels so called Multilevel
Relationship algorithm (MRA). MRA works in first two stages. In third stage of MRA uses Bayesian
probability to find out the dependency & relationship among different shops, pattern of sales & generates
the rule for learning. This paper gives detail idea about concepts of association mining, mathematical
model development for Multilevel Relationship algorithm and I mplementation & Result Analysis of MRA
and performance comparison of MRA and Apriori algorithm.
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1. INTRODUCTION

Assaociation rule mining concept has been appliechdoket domain and specific problem has been dudhie
management of some aspects of a shopping mallaandrchitecture that makes it possible to constxgents
capable of adapting the association rules has bsesh

Data mining refers to extracting knowledge fromgkarquantity of data. Interesting association can be
discovered among a large set of data items by md&otrule mining. The finding of interesting rétmship
among large amount of business transaction recad<elp in many business decisions making prosess,

as catalog plan, cross marketing and loss leaddysg[1].

Machine Learning deals with the design of prograh@ can learn rules from data, adapt to changas, a
improve performance with experience. In additiorb#ng one of the initial thoughts of Computer &cie
Machine Learning has become vital as computersegpected to solve increasingly complex problems and
become more integrated into daily lives. Theseudelidentifying faces in images, autonomous drivinghe
desert, finding relevant documents in a databasdjnfy patterns in large volumes of scientific dadad
adjusting internal parameters of systems to opé@nperformance. Alternatively methods that take letbe
training data and then learn appropriate rules filoendata seem to be the best approach to solverobdems.
Moreover, it needs a system that can adapt to mgryonditions which is user-friendly by adaptingneeds of
their individual users, and also can improve pentomce over time[2].

A shopping mall is a cluster of independent shgtasnned and developed by one or several entitiéh, av
common objective. The size, commercial mixture, gamn services and complementary activities developed
are all in keeping with their surroundings. A shiogpmall needs to be managed and, the managencut@s
solving incidents or problems in a dynamic enviremtfi3].
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As such, a shopping mall can be seen as a larggndgmproblem, in which the management required ddpe
on the variability of the products, clients, opimio Aim is to develop an open system, capableaufrporating

as many agents as necessary, agents that can ensédul services to the clients not only in tHiemping
centre, but also in any other environment suchhasldabor market, educational system, medical ocate,
However, previous work has been focused on minsgpeiation rules at a single concept level. Theee a
applications, which need to get associations attiphel concept levels. The focus was on working on
mathematical model development for multilevel agg@m rule mining. Multilevel Apriori algorithm rad
bayesian probability estimation is not combinedity of the previous work. It is the novel move todgthe
mining association rule. Efficiency of original Apri algorithm has been increased due to multilevel
architecture.

2. ASSOCIATION RULE

Market basket analysis is useful for retailerslampvhich item to put on sale at reduced priceutomer tends
to purchase shirt of Bombay ding and jeans of Léaggther, then having a sale on jeans may enceutay
sale of shirt as well as jeans. Buying patterneces which items are frequent associated or pgezhsogether.
These patterns are represented in the form of o rules. For example, customer who purchase-sh
Bombay ding also tends to buy jeans Levis at theestme is represented in association rule (2.gvine
Shirt-Bombay ding= jeans-levis
[supp=2%, conf=60%] 1p.
Mining association rule is finding the interestiagsociation or correlation relationship among lesgeof data
items. Many industries are becoming interestednining association rule from their database as ivass
amount of data constantly being collected & stomediatabase. Relationship among the business dracti
records can help to design catalog, loss leadelysisacross marketing & other business decisiorkinga
process. The discovery of such association canreddilers to develop marketing strategies by gannsight
into which items are frequently purchased togeblyecustomers. This information can increased sglediping
retailers to do selective marketing & plan theiel§lspace. One of the motivating examples for d@atioa rule
mining is marker basket analysis[4].
Rule support & confidence are two measure rulegyTiespectively reflect the usefulness and cestairfit
discovered rules. A support of 2% for associatiole means that 2% of all transactions under armlsisow
that shirt-Bombay ding and jeans-levis are purcthasgether. A confidence of 60% means that 60% of
customers who purchased shirt-Bombay ding also ligegns Levis. Typically, association rule aresidered
interesting if they satisfy both a minimum supgbreshold and a minimum assurance threshold. Suekttold
can be located by users or area expert.
Let I={i1,i2,i3...cccceeiiiinn.n. ig} set of all items in dataset
T={tL, t2, 3., -} set of all transactions
Each transaction tontains a subset of items chosen from |. A tretitsa { is said to contain an itemset X if X
is subset ofjt

Association rule is an implication of the form of

X=Y,where XOI, YOI&X NY =@
The rule X=Y holds in the transaction set T with support sexehs is percentage of transactions in T that
contain X U Y. The rule X=Y has confidence c in the transaction set T if pascentage in transactions in T
containing X which also contain Y. i.e
Support (X=Y) = P (XOY) (2.2)
Confidence (X=Y) = P (Y|X) (2.3)
Rules that satisfy both minimum support threshaiih( sup) and a minimum confidence threshold (mimfico
are called strong.
Itemset is nothing but set of items. If it contam#tem is a n-itemset. The set {shirt-Bombaygd jeans-
levis} is 2 itemset. The occurrence of itemsethis humber of transactions that contain the itenBeis is
known as frequency or support count of the item lbedatisfies lowest amount of support if the aceoces
frequency of itemset is greater than or equal #ogfoduct of min_sup & total no of transactionsTinlf an
itemset satisfy the minimum support then it is fregt itemset. Association mining has two steps gsscin
first step, find all frequent item sets. All of Heeitem sets will arise at least as frequently pseadetermined
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minimum support count. In second step, generatmgtassociation rules from the frequent item setsraust
satisfy lowest amount of support and minimum cagriick. The overall performance of mining associatide
is determined by the first step[5].

3. MULTILEVEL RELATIONSHIP ALGORITHM

To improve the mining of association rules new mgnialgorithm has been developed as Multilevel
Relationship Algorithm which works in three stagksfirst two stages it utilizes apriori algorithfor finding
out frequent itemsets. Third stage of MRA uses biayeprobability to find out the dependency & riglaship
amongst different shops and generates the ruldedaming.

Let the system S be represented as

S=1{,0,t| P}

| = Input Datasets

O = Output Patterns

o= O &,

fs: 1 - O be ONTO function

Objective was to find out pattern of sale from gidataset of three different shops for particutaetperiod.
Input dataset | ={X,Y,Z} such that X = {x1,x2,x3} Y ={y1,y2,y3} and Z ={z1,z2,z3}

Success output O = {P(X0|Y0), P(X0|Z0), P(X1|Y1)YRZ1)........... }
Multilevel Relationship Algorithm is applied on @im input dataset i.e. I={X,Y,Z} where X = {x1,x2,k3Y =
{y1,y2,y3} and Z = {z1,22,z3}.

First stage gives Level 1 association amongst itentise same shop using knowledge base. It isctalelocal
frequent itemsets generated in first phase. Dusgapnd stage it uses individual knowledge baselam 1
association that was generated in stage | from sdmps to find out the frequent item sets i.e. Xx1%Q(3),
x3(1)...... etc. It is called as global frequent itersset

Sage 1:

At first stage it find out Level 1 association argehitems in the same shop i.e. internal relatignbbtween the
same item types i. e. x1(0....... n), x2(0......... n), x3(0...n). within the Cloth shop (X) i.e. O %(X). It find
out internal relationship between the same itenesyipe. y1(0....... n), y2(0......... n), y3(0........ n) withineth
Jewelry shop (Y) i.e. O =(I). Also it find out the internal relationship beten the same item types i. e.
z1(0....... n), z2(0......... n), z3(0........ n) within the Footweshop (2) i.e. O =2).

Sage 2:

During second stage it uses individual knowledgeeband level 1 association is generated in stagfesame
shop to find out the frequent item sets i.e. x1#2)3), x3(1)...... etc is called as global frequentrigets. It
gives sets of frequent item sets for the Cloth dooglifferent items i.e. Fx as O 3(x1,x2,x3). It gives sets of
frequent item sets for the Jewelry shop for diffeieems i.e. Fy as O %(y1,y2,y3). And also gives with sets of
frequent item sets for the Footwear shop for défifelitems i.e. Fz as O £4£1,z2,z3).

Sage 3:
It is necessary to determine dynamic behavior; &drFparticular season. External Dependencies andtegas
Xi Yi........ Xn Yn has been found with Bayesian prob#éy. New patterns are generated by Bayesian

probability through which learning rules are prégdc& interpreted.
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Working of Multilevel Relationship Algorithm

Let the sale oftem X at Cloth shop affects saleiodm Y at Jewelry shop antem Z at Footwear.

1. Apriori association mining algorithm is applied @ach item in cloth shops separately i.e. Jean(XO0),
Tshirt(X1), Shirt(X2) and so on from the given lariem sets. It was applied at two levels / phaiseke
same shop.

2. After applying Apriori algorithm at first level fodifferent support value it provide with the intatn
dependency amongst individual items & generatertiwidual knowledge base i.e. x1(0)} x1(1), x2(0)

— X2(1), x3(0)-» x3(1) ....... etc. It is called as local frequentrigets generated in first phase.

3. At second level Apriori algorithm was applied onuhe generated individual knowledge base to find out
the frequent item sets i.e. x1(0), x2(3), x3(1)...c.étis called as global frequent itemsets.

4. It provided with sets of frequent item sets for @leth shop for different items i.e. Fx.

5. Similarly the algorithm is applied on Jewelry shép& Footwear shop(Z) to determine frequent itenet
different items.

6. First Level output of Apriori algorithm provided internal association amongst the items i. .0y
y1(1),y2(0) - y2(1),y3(0) - y3(1) & z1(0)— z1(1), z2(0)- z2(1), z3(0)— z3(1)......etc for Jewelry &
Footwear shop respectively.

7. Second level input of Apriori algorithm providecbfn newly generated individual knowledge base, the
frequent item sets i.e. y1(0), y2(3), y3(1), z1¢D(5)

8. It gives with sets of frequent item sets for thevdley & Footwear shop for different items i.e. FyR&.

9. The context is generated under uncertainty in thenfof frequent item sets Fx, Fy & Fz. System
constraints applied here are sale of items in g dagk, month or any particular season. This cdritex
refereed as;Rwhich is not constant, i.e. it changed seasonably.

10. Hence itis necessary to determine dynamic beha¥ibrfor particular season.

11. External Dependencies amongst Items—X¥i....Xn — Yn is found with Bayesian probability.

12. New patterns are generated by Bayesian probaliiitygh which learning rules could be predicted &
interpreted.

4. ARCHITECTURE OF MRA

M ULTILEVEL RELATIONSHOP ALGORITHM

P Frequent

set ; e
Tnput |OMRA ] MRA C( onfext
dataset , g feneration
STAGEI | op | STAGEI
op

or Interdependency
Patternof |, | (Bayesian
sale Probability)

Fig. 1 : MRA Architecture Diagram

Figure 1 shows the flow diagram which depicteddbeelopment of Multilevel Relationship Algorithm @®A).
Multilevel Relationship algorithm worked in thremges.

In first two stages it utilized association rulenmg algorithm for finding out frequent itemsetsatBsets of
three shops i.e. Cloth, Jewelry & Footwear weregigs an input to the stage | and Level 1 assoniagtween
individual items had been found out. Level 1 aggan between individual items was given as arutnp
stage Il and frequent itemsets had been foundThédse frequent itemsets had generated new salextoht
stage Il it used bayesian probability to find the external dependency & relationship amongsefit shops,
pattern of sale and generated the rules for cotiper@arning. The algorithm consists of three sumlules:
MRA Stage |, MRA stage I, Interdependency Module
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MRA Stage I:
At first stage it finds Level 1 association amoniggts in the same shop i.e. Internal relationslepveen the
same item typesi. e. x1(0....... n), x2(0......... n), x3(0...n). within the Cloth shop (X) i.e.

0= s(x) = fstage_l_algorithm_aprior(x)

U O:fstage_l_algorithm_apridrrxl(----n)}:{X]-(o) — x1(1),x1(3) — x1(2)...}

O=fstage_l_algorithm_apri({rxz(o-~-n)}:{X2(2) — X2(4),x2(2) —» x2(4)...}

O:fstage_l_algorithm_apridrrxe’(o---n)}:{X3(O) — x3(3),x3(1) — x3(5)...}

MRA Level 1 finds internal relationship between ga@me item typesi. e. Y1(0....... N), Y2(0......... N),
Y3(0........ N) within the Jewellery shop (Y) i.e.

0= S(Y) = fstage_l_algorithm_apri({riY

U O:fstage_l_algorithm_apridrryl(o-n)}:{yl(l) - y1(3),y1(2) — y1(5)}

O=fstage_l_algorithm_apri({ryz(o-n)}:{yz(o) - y2(1), y2(3)— y2(7)}

O:fstage_l_algorithm_apridrry3(0-n)}:{y3(2) - y3(3),y3(1) - y3(4)}

MRA Level 1 also finds internal relationship betwebe same item typesi. e. z1(0....... n), z2(0......... n),
z3(0........ n) within the Footwear shop (2)

0=42) = stage_l_algorithm_apric(rZ)

Uo= fstage_l_algorithm_apric{rz1(0 ----- n)} ={z1(0) — z1(2), z1(2)— z1(4)...}
O=fslage_l_algorithm_apri({rzz(o-~~~n)} ={z2(1) — z2(4), z2(1)- z2(3)...}

O= 1:stalge_l_algorithm_apric{r423(0----n)} ={z3(0) — z3(3), z3(2)— z3(5)...}

MRA Stage II:

During second stage it uses individual knowledgeeband level 1 association is generated in stagfesame
shop to find out the frequent item sets i.e. xX1¢23), x3(1)...... etc is called as global frequentrigets. It
gives sets of frequent

item sets for the Cloth shop for different itengs Fx as below.
0O =1f(x1,x2,x3)
O:fphaseJIfalgorithmfapric{'xl1X2aX3}
={x1(0) — x2(1),x2(3) - x3(2), x3(0) - x2(2)......}
MRA Stage Il gives sets of frequent item sets lier Jewelry shop for different items i.e. Fy as helo
O =1(yl,y2,y3)
O:fphaseJIfalgorithmfapric{'ylvy2ay3}
={y1(0) - y2(1),y2(3) - y3(2), y3(0)— y2(2)...... }
MRA Stage Il also gives with sets of frequent itegts for the Footwear shop for different items ke.as
below
0 =1(z1,z2,z3)
0= fphaseflIfalgorithmfapric{"?—1122123}
={z1(0) — z2(1), z2(3)— z3(2), z3(0)- z2(2)...... }

MRA Stage 3:

Interdependency by Bayesian Probability

It is necessary to determine dynamic behavidf;dbr particular season. External Dependencies amdtegas

Xi - Yi...... Xn — Yn is found with Bayesian probability. New patteare generated by Bayesian probability
through which learning rules are predicted & intetpd. Dependency between itemsets of Cloth shepaiid
Jewelry shop (Fy) is find out as

P(Y|X)P(X)

PX|Y) = PO

P(y1,y2..yn|x1,x2..xn)P(x1,x2..xn)
P(yl,y2...yn)

P(x1,x2,..xn|yl,y2,..yn) =
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Bayesian probability finds out interdependency leetwitemsets of Jewelry shop (Fy) and Footwear $hop
as

P(ZIY)P(Y)

PIYIZ) = =5

P(yl,y2,..yn|z1,22,..zn)
_ P(z1,22..zn|y1,y2..yn)P(y1,y2..yn)

P(z1,22 ....zn)
Bayesian probability also finds out interdependebeyween itemsets of Footwear shop (Fz) and Clotp s
(Fx) as
_PX12)P(2)
P(Z|X) = TP

P(x1,x2..xn|z1,z2..zn)P(z1, z2..zn)
P(x1,x2 ....xn)

P(z1,z2,..zn|x1,x2,..xn) =

5. EXPERIMENTAL RESULTS

The experimental results that have been obtainesudgi implementing MRA and Apriori algorithm are
presented in this section. Multilevel relationshigorithm applied for finding the frequent itemseid external
dependency amongst them. It comes up with pattdrichwcan be further useful for leaning in coopewati
system. The results obtained for strength, suppod interdependency of itemsets for both the algms.
Performance of Apriori and MRA has compared fosthéactors i.e. strength, support and interdeparyden
Dataset Organization

Association mining data is generally obtained frdatabases created for other uses and manipulateaint
suitable representation through pre processingnigabs. The resulting dataset is expressed as ifesghey
contain. Experiments have been conducted data$e@oth, Jewellery shops. Each data sets have itlee f
attributes i.e. Transaction ID, Item, Brand, Quangind date of purchase. Dataset contains variienss with
different brand purchased with diverse quantityirtuthe specified period by the customers. Snapsstfoeach
data set is given in following table.

Table 5.1: Cloth Shop (X)

Transaction ID Item Brand Quantity Date

1 Shirt  Bombay 3 16/10/2012
Dying
1 Jeans Denis 1 16/10/2012
2 Jeans Peter England 2 17/10/2012
2 Tshirt Pepe Jeans 1 17/10/2012
3 Shirt  Pan America 2 18/10/2012
3 Tshirt Being Human 1 18/10/2012
4 Jeans Levis 2 19/10/2012
Table 5.2: Jewellery Shop (Y)

Transaction ID  Item Brand Quantity Date
1 Bracelet Nakshtra 3 16/10/2012
1 Ear Rings Gitanjali 2 16/10/2012
2 Pendant Asmi 2 17/10/2012
2 Bracelet Gilli 2 17/10/2012
3 Diamond 157 1 18/10/2012

Ring

3 Ear Rings  Asmi 2 18/10/2012
4 Ear Rings Nakshtra 2 19/10/2012
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Following Graphs show the result comparison betwiamori and MRA.

] Frequenttemset

I apiioni cloth
50 MultiLevelApriori clcth

Itemset relative strangth

Fig. 2: Comparison of Apriori & MRA in terms of itestrength with support for cloth shop
i Frequentltemset s ] (=l

| Cloth Shop | Foctwear Shop | Jewslary Shop

0

T MultLevalApriori jwellary
8
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Fig. 3: Comparison of Apriori & MRA in terms of ite strength with support for jewellery shop

i Time Analysys

{ Cloth Shop || Footwear Shop | Jewelary Shop |

I zpriori cloth
[ MultiLevelApriori cloth

Fig. 4: Comparison of Apriori & MRA in terms of tien(ms) & support for cloth shop
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Fig. 5: Comparison of Apriori & MRA in terms of tiems) & support for jewellery shop

The experiment results show that MRA performs Ipdttan the Apriori algorithm towards improvement of
mining association rule. Fig. 2 and 3shows comparisf Apriori & MRA in terms of item strength with
support for cloth and jewellery shop. Item relatsteength for minimum support count of MRA is alway
greater than Apriori algorithm. Increase in minimsapport count decreases the item relative strefogtboth
MRA and Apriori algorithms. Fig. 4 and 5 shows carigon of Apriori & MRA in terms of time (ms) &
support for cloth and jewellery shop. Time requitBdMRA is always less than the time required byid
algorithm. As number of support increases it desggathe time requirement for both MRA and Apriori
algorithms.

CONCLUSION

In this paper we proposed an efficient new Mul@eRelationship Algorithm. This is new approach laggpto

the set of data from different shops for findingduent item sets and finding external dependerarigsngst
them. It comes up with patters which can be furthe=ful for learning in cooperative algorithms. Tdessical
apriori algorithm widely used for association ruféning. Though this algorithm is good to find threduent
item sets with minimum support it does not prowidth dependencies between different frequent itésns€he
main contribution of this paper is that MultilevAgpriori algorithm and Bayesian probability estinmatihas not
combined in any of the previous work.
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